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In this module I give a few basics for working with latent variable 

models.

An appropriate general citation for this material is

Grace, J.B., Anderson, T.M., Olff, H., and Scheiner, S.M. 2010. On the 

specification of structural equation models for ecological systems. 

Ecological Monographs 80:67-87.

Notes: IP-056512;  Support provided by the USGS Climate & Land 

Use R&D and Ecosystems Programs. I would like to acknowledge 

formal review of this material by Jesse Miller and Phil Hahn, 

University of Wisconsin. Many helpful informal comments have 

contributed to the final version of this presentation. The use of trade 

names is for descriptive purposes only and does not imply endorsement 

by the U.S. Government. 

Last revised 17.02.05.

Source: https://www.usgs.gov/centers/wetland-and-aquatic-research-

center/science/quantitative-analysis-using-structural-equation



It is useful to note that latent variables range in their level of 

abstraction from simply meaning “the true value” to being “deeply 

latent” ideas that are highly abstract and of uncertain reality.
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Some references that make key distinctions and provide diagnostic 

criteria.



Let's look at some examples of the use of latent variables in models. 

This model is from the published version of the fire SEM published by 

Grace and Keeley. Here the investigators used latent variables, even 

though they did not use multiple indicators, because they wanted to 

distinquish the concepts of interest from the measurements available. 

Also, the investigators had estimates of precision (and therefore, 

measurement error) for a couple of the properties of interest.

The interpretation of this model, as represented, is that there are 

interactions amongst the latent factors and we observe the surface 

manifestations of those hidden processes (with some error). 
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Another example of the use of latent variables is illustrated in this 

slide and the next. In the first phase of the analysis portrayed here, two 

latent soil properties were hypothesized to explain the intercorrelations 

among a measured set of soil variables. Because of the potential for 

elevation to have a separate influence on the plant community, it was 

included as a third latent variable in the model. On the left is the 

originally hypothesized model and to the right of it is the model 

selected as the best representation of the system. Factor loadings 

provide additional information to help interpret the system.

The model type presented here is typically referred to as a 

"confirmatory factor model" (CFA). This type of model is very 

commonly used in social sciences and psychology. A separate module 

showing details of the analysis is also available, along with a practice 

exercise.



In the second phase of the analysis initiated on the previous slide, the 

two dimensions of a community ordination are related to the latent soil 

properties. The source for the original analysis is

Grace, J. B., Allain, L. & Allen, C. (2000b). Vegetation associations in 

a rare community type - coastal tallgrass prairie. Plant Ecology, 147, 

105-1-15. 

The paper concluded that

"The dominant environmental influence on species composition was 

found to be elevation and a host of correlated factors including those 

associated with soil organic content. A secondary group of factors, 

consisting primarily of soil cations, was found to explain additional 

variance among plots. Overall, this prairie was found to contain plant 

associations that are now rare in the surrounding landscape. Within the 

prairie, plant groups were largely separated by a suite of 

environmental conditions associated with topography. These results 

suggest that conservation and restoration efforts will need to carefully 

consider local topographic influences in order to be successful."
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There have been a few studies dealing with wildlife that have 

incorporated SEM elements, often in combination with procedures for 

dealing with imperfect detection. Here is one dealing with the effect of 

body size on fitness in black birds.
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Cubanyes et al. also present in their paper an example of the use of 

SEM for the bird know as the blue tit.
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Dinglemanse et al. (2010) A method for exploring the structure of 

behavioural syndromes to allow formal comparison within and 

between data sets. Animal Behavior 73:439-450.

In this example, the authors proposed a number of behavior strategies 

and sought to assess the empirical support for them.
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Now, getting to the technical bit, traditionally we use solid-line ovals 

for latent variables and rectangles for observed variables.

Note that technically the error term is a latent variable, though we 

don’t always show it that way.
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Causation is presumed to flow from latent to observed variables 

(typically). Stated differently, the things we observe emanate from a 

latent, unseen causal world.
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The issue of measurement error and its effects is virtually ignored in 

most statistical training, though that is starting to change. There is a 

very strong case for dealing explicitly with measurement error because 

ignoring it leads to downward bias in parameters.



13

Error in measuring x is interpreted as error in predicting y. 
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Indicator reliability is a key concept.



Here is the model and associated code.
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And here are the results from our regression example ignoring 

measuremen error.
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Here is the model we are going to code in the next slide. Using 

multiple indicators for xi is one way to estimate and control for 

measurement error.
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There are several important things to be aware of here.

(1) Latent variable models with only 2 indicators are locally non-

identified. To solve this problem, we can (a) ensure x1 and x2 have 

equal variances, in this case by standardizing the data. (2) When latent 

variables are included we must specify a fixed value for some 

parameter associated with the LV to achieve identification. The lavaan 

default is to set the loading from the LV to the first-mentioned indicator 

to 1.0. (3) For single-indicator LVs, the default measurement error is 

set to 0.0.



Here are the results for the latent regression, showing a greater R-

square.
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Various results are summarized here on the graph.
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It is useful to know how to compute measurement error and correct for 

it without using multiple indicators explicitly. 



It is useful to be able to use general knowledge we have about 

measurement error or indicator reliability to correct for its effects in 

our models. We need to be careful with this practice, however, because 

specifying lots of measurement error can lead to model instability and 

questionable results.

The lavaan code for this model is given in the next slide.
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In lavaan, we can tell the program how much measurement error we 

think we have for our x variable and it can adjust the estimates of 

parameters accordingly.

Here we are only specifying imperfect reliability for one indicator, x. 

We could also do the same for y. By not specifying measurement error 

for y, we are assuming perfect measurement.
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We get similar results as for the 2-indicator model, with the difference 

being attributable to rounding errors.



And here is the graphical representation for the model assuming 10% 

of the variance in x1 is due to measurement error.
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Now, a very common application in latent variable modeling involves 

the use of the “multi-indicator” latent variable. Here I just show the 

causal situation being modeled. The roots of this idea go back the early 

studies of human intelligence and its modern application to human 

studies is widespread.



Now, here is a real example that employs latent variables in a 

restoration study.
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Here is our conceptual meta-model. Our example focuses on modeling 

“performance” as a generalize response, not one characterized by a 

single indicator.
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It is common that plant scientists will take several measures of plant 

properties, thinking that one may prove to be the most sensitive 

indicator of performance. We can use all the measures and 

confirmatory factor analysis to evaluate the latent relationships among 

variables. 
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We ALWAYS need to look at the correlation structure of our data. If 

there really is a common latent factor, the observed variables should be 

consistently and uniformly correlated. Our data suggest the leaf height 

and leaf width are especially highly correlated, probably due to 

evolutionary constraints to morphology. 
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A first step is to analyze the “measurement model” using CFA.
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We use the "sem" function here, but there is also a lavaan function 

"cfa" specifically for this type of model.

Here a common warning is encountered for this type of model.



33

Note poor fit.
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Here is some code for selectively extracting modification indices.
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Here I show the whole long list of stuff spit out by lavaan. We focus in 

on the largest mi (modification index value) and will incorporate a 

correlation between leaf height and width in our model (next slide).
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Now, we can include an error correlation/covariance as part of our 

model using the code shown in red. 
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We found the basis for the observed model discrepancy.
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Now here are some of the results. For more on this paper see

Travis, S.E. and Grace, J.B. 2010. Predicting performance for 

ecological restoration: a case study using Spartina alterniflora. 

Ecological Applications 20:192-204. 

[selected as Recommended Reading by the Faculty of 1000: 

http://f1000biology.com/article/id/2305956/evaluation] 

[featured in a Research Brief by Conservation Maven: 

http://www.conservationmaven.com/frontpage/predicting-the-

performance-of-plant-restoration.html] 



Here is a simplified version of the full model of interest in the study. 

The interest was in whether measures of genetic distance could be 

used to predict plant performance in a new location. Latitude was 

included as a control variable because it is known that the climatic 

differences found at different latitudes can also influence plant 

morphology.
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Here the code for the responses of performance measures to genetic 

distance and latitude are shown in red.
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And here are key results.

41


