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This module provides some practice with latent variable modeling. 

This module builds on the teaching module for confirmatory factor 

analysis. 

 

Notes: IP-056512;  Support provided by the USGS Climate & Land 

Use R&D and Ecosystems Programs. I would like to acknowledge 

formal review of this material by Jesse Miller and Phil Hahn, 

University of Wisconsin. Many helpful informal comments have 

contributed to the final version of this presentation. The use of trade 

names is for descriptive purposes only and does not imply endorsement 

by the U.S. Government.  

Last revised 17.02.08. 

Source: https://www.usgs.gov/centers/wetland-and-aquatic-research-

center/science/quantitative-analysis-using-structural-equation 



Here is an example dealing with diversity patterns in animal groups. 
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The general hypothesis, as represented by this meta-model, is that 

climate effects are partly mediated through climate effects on 

vegetation. Natural variations in habitat heterogeneity are likely also 

important and must be controlled for in the analysis. 
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In this model, the measures of diversity for individual animal groups 

are hypothesized to be parallel reflections of a common response in 

Animal Diversity overall. If this hypothesis is true, it represents a 

striking demonstration of parallel evolution in the diversity of different 

groups.  
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Here is a description of the exercise illustrated in this module. 
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lavaan.mod.avg.R can be obtained from 

"http://jarrettbyrnes.info/ubc_sem/lavaan_materials/lavaan.modavg.R" 

if need be. 
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There are logical expectations for patterns of correlations. The concept 

of convergent validity refers to the expectation that indicators for an 

LV should be well correlated with each other.  



Perfectly legal to go ahead and look ahead to the answers I came up 

with if you don’t have time or inclination to work out your own answer.  
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Fit of this simplest model looks like it may be missing something. 
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Consulting modification indices is usually the way we look for hints at 

what is missing when model discrepancy is noticible. 
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We dropped the test statistic from 20.8 to 16.0, a drop of 4.8, which is 

greater than the single-degree-of-freedom criterion of 3.84. Still, 

indications are fit might be improved.  
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Here is an easy way to do the formal test for adding a link by using the 

anova command. 
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Generally, we get a more nuanced comparison using AICc comparison. 
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The rationale for Jimenez-Alfaro et al. confirming their estimates using 

Bayesian MCMC methods is simply because likelihood estimates are 

based on large-sample theory while Bayesian estimates are not. 
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We often don’t pay much attention to the variances, but for latent 

variable models, we do wish to avoid models with highly negative 

variances since that indicates some sort of mis-fit. 



All things considered, this is a fairly remarkable result. Note, however, 

that once this submodel is included in the total model, which includes 

a number of other variables, we could reach a different conclusion. 
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