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When we have lots of measurements over time, we may wish to 

generalize things and study trajectories. Now, instead of time steps, we 

are studying trends and the factors that influence them.
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The study used in this illustration examines the dynamics of post-fire 

recovery in California shrublands. The hypothesis being examined is 

that fire rejuvenates diversity of plants in the ecosystem and that 

following fire, there is a general decline in diversity until the next fire.
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Diversity dynamics did show sort of a general decline, but with loads 

of plot-to-plot variation in quantity and pattern. Also, the second and 

fifth years showed strong upturns, raising questions as to whether there 

really is a trend as expected.
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Temporal data are often analyzed as either an autoregressive change or 

a cross-lag autoregressive model.
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The SEM covariance approach to the problem of temporal dynamics 

often relies on using latent variables to represent latent slopes and 

intercepts. There is a need to set intercepts to 1.0 and random slopes 

are used to set a progression of time steps. 
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There are now several major references for this model type.
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lavaan implements a special function for such models called "growth". 

He has a tutorial on his training page.
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Screenshot from Rosseel's tutorial. 
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Now, back to our ecological example. Here are some summary 

statistics. 
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This is a preview of the model we will develop in the subsequent 

pages. Note there is a good bit of machinery associated with this 

model type.
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We start with the simplest model we can develop for the five time 

steps. Here the model represents the hypothesis that there is a trend 

over time. Note that random intercepts apply to each of the time steps 

(set to 1 in the command statement). A linear slope of change over 

time is set with the progression of 0, 1, 2, 3, and 4. 
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Model fit statistics show the model does converge, but has poor fit to 

the data.
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This slide and the next show results.
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Additional results.
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And we can request modification indices in order to see some possible 

modifications to consider. However, in this case, we follow some 

initial ideas first.
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Autoregressive effects are added to the code.
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Model discrepancy dropped from 50.3 to 34.2, a clearly significant 

improvement. 
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Mod indices suggest an error correlation. 
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Code for adding the error correlation.
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Indications are there are still some imperfections in the model. Like 

other latent variable models, this type is a bold prediction that seeks 

generality over close fit. GFI suggests that fit is pretty good. 
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Autoregressive effect from time 2 to 3 is supported, but from time 1 to 

2 not supported.
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This figure again shows where we are going, at least in part.
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The code here now specifies time invariant effects that can explain the 

wide variation in intercepts (and means).
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Non-fatal warning.
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Abiotic favorability effect on the intercept, as well as the other added 

effects are supported.
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This is now the tentative model for richness. Included here, though not 

shown in the code, is a varying annual precipitation effect that was 

quite important.  
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